1. Date despre program

Universitatea

Politehnica
Timigoara

FISA DISCIPLINEI

1.1 Institutia de Tnvatamant superior

Universitatea Politehnica Timisoara

1.2 Facultatea '/ Departamentul?

Electronica, Telecomunicatii si Tehnologii Informationale / Electronica

Aplicata
1.3 Domeniul de studii (denumire/cod?) 2Iggzlge1r|0e Electronica, Telecomunicatii si Tehnologii Informationale /
1.4 Ciclul de studii Master

1.5 Programul de studii (denumire/cod/calificarea)

Ingineria datelor / 20.20.10.238 / Ingineria datelor

2. Date despre disciplina

2.1a Denumirea disciplinei/Categoria formativa*

Sisteme cu invatare automata / DF

2.1b Denumirea disciplinei in limba engleza

Machine Learning

2.2 Titularul activitatilor de curs

Conf.dr.ing. Georgiana Simion

2.3 Titularul activitatilor aplicative®

Conf.dr.ing. Gerogiana Simion

2.4 Anul de studiu® | 1

| 2.5 Semestrul

2 | 2.6 Tipulde evaluare | E | 2.7 Regimul disciplinei’” | DOP

3. Timp total estimat - ore pe semestru (activitati directe (asistate integral), activitati asistate partial si activitati neasistate?®)

3.1 Numar de ore asistate . . . . 0/
h RN 4 | din care: ore curs 2 | ore seminar/laborator/proiect 1/
integral/saptamana 1
3.1* Numar total de ore asistate . . . 0/
e 56 , din care: | ore curs 28 | ore seminar/laborator/proiect 14/
integral/sem. 14

« « . 0/
3.2 Numar total de ore desfasurate on-line . . . .

) . ; 24 ,din care: | ore curs 16 | ore seminar/laborator/proiect 0/
asistate integral/sem. 8
3.3 Numar de ore asistate . . ore proiect, ore ore elaborare

. . , din care: . lucrare de
partial/saptamana cercetare practica . .
’ disertatie
3.3* Numar total de ore asistate partial/ . . ore proiect ore ore elaborare
’ , din care: . lucrare de
semestru cercetare practica . .
disertatie
3.4 Numar de ore activitati neasistate/ 4.9 | din care: | ore documentare suplimentaré in biblioteca, pe 1
saptamana platformele electronice de specialitate si pe teren
ore studiu individual dupa manual, suport de curs, 19
bibliografie si notite )
ore pregatire seminarii/laboratoare, elaborare teme de 5
casa si referate, portofolii si eseuri
3.4* Numar total de ore activitati 69 , din care: | ore documentare suplimentara in biblioteca, pe 28
neasistate/ semestru platformele electronice de specialitate si pe teren
ore studiu individual dupa manual, suport de curs,
e T 27
bibliografie si notite
ore pregatire seminarii/laboratoare, elaborare teme de 14

casa si referate, portofolii si eseuri

3.5 Total ore/saptiamana® 8.9
3.5* Total ore/semestru 125
3.6 Numar de credite 5

4. Preconditii (acolo unde este cazul)

4.1 de curriculum

Probabilitai

o Matematica Algebra liniara: matrici, vectori, operatii, Calcul diferential si integral,

4.2 de rezultate ale invatarii

e Python




5. Conditii (acolo unde este cazul)

5.1 de desfasurare a cursului

¢ Laptop, videoproiector, tableta, tabla/tabla inteligenta

5.2 de desfagurare a activitatilor practice | e Laborator cu 8 statii echipate cu PC

6. Rezultatele invatarii la formarea céarora contribuie disciplina

masive.

modelarii datelor.

Cunostinte . C1. Studentul/absolventul explica concepte avansate si interdisciplinare din ingineria datelor (big
data, machine learning, cloud computing, vizualizare date).

C2. Studentul/absolventul analizeaza tehnologii, metode si algoritmi specifici procesarii de date

e (3. Studentul/absolventul explica fundamentele statistice si matematice ale invatarii automate si ale

datelor.

Abilitati e Af1. Studentul/absolventul aplica metode ingineresti pentru colectarea, procesarea si vizualizarea

e A2. Studentul/absolventul dezvolta aplicatii software scalabile pentru analiza datelor.

e A4 Studentul/absolventul utilizeaza modele predictive si algoritmi de invatare automata pentru
extragerea de informatii utile.

e A5, Studentul/absolventul evalueaza calitatea si consistenta datelor utilizate in aplicatii reale.

Responsabilitate . R1. Studentul/absolventul gestioneaza proiecte complexe de analiza si prelucrare a datelor.
si autonomie . R3. Studentul/absolventul ia decizii strategice si tehnice bazate pe analiza datelor.

7. Obiectivele disciplinei (asociate rezultatelor invatarii specifice acumulate)

clasificarii si evaluarii datelor

o Familiarizarea studentilor cu conceptele specifice sistemelor cu invatare automata
¢ La absolvirea cursului, studentii vor avea cunostintele, expertiza si deprinderile necesare prelucrarii, analizei, vizualizarii,

8. Continuturi

8.1 Curs

Numar de ore

Din care on-line

Metode de
predare

Introducere in sisteme cu invatare automata (invatare
supervizata, nesupervizata, invatare prin intarire).

Procesarea datelor (medie, mediana, deviatie standard,
variantd, normalizare si standardizare, tratarea
valorilor lipsa, detectarea si eliminarea valorilor
aberante).

Regularizare si optimizare (supraantrenarea,
subantrenarea, optimizarea functiei obiectiv; ,
gradient descendent, metoda lui Newton, Adam,
RMSProp)

Evaluarea modelelor (Estimarea si selectia unui model,
matricea de confuzie, metrici de performanta:
acuratete, precizie, recall, F1-score)

Regresie (liniara, logistica)

Metoda celor mai apropiati k vecini (KNN).
Arbori de decizie, Algoritmul Random Forest.
Modele Markov ascunse.

Masinii cu suport vectorial (SVM).

Tabla, Tableta,
Campus Virtual,
Videoproiector




Clustering: Algoritmul k-medii (K-means), DBSCAN, 4 4
Mean-Shift clustering, Gaussian Mixture Models
(GMM), Hierarchical Clustering

Invatarea in ansambluri (ensemble learning) 3

Bibliografie'® Andrew Ng, Machine Learning, Stanford,
http://openclassroom.stanford.edu/MainFolder/CoursePage.php?course=MachineLearning
M. Kirk, Thoughtful Machine Learning with Python, O'Reilly, 2017

8.2 Activitati aplicative’! Numar de ore Din care on-line Metode de
predare
Unelte software pentru sisteme cu invatare automata 2 Tabla, Tableta,
Regresia liniara si logistica 2 Campus Virtual,
Metoda celor mai apropiati k vecini 2 Videoproiector
Arbori de decizie 2
Sisteme cu suport vectorial - SVM 2
Algoritmi de clustering : Algoritmul k-medii, ), DBSCAN 2
etc.
Tnvatarea in ansambluri (bagging , boosting, AdaBoost, 2
Gradient Boosting, XGBoost / LightGBM / CatBoost
Proiect aplicat 14 8

Bibliografie'?> Armando Fandango, Python Data Analysis - Second Edition, 2017 Packt Publishing
Aurélien Géron, Hands-On Machine Learning with Scikit-Learn and TensorFlow, O'Reilly, 2017
Prateek Joshi, Artificial Intelligence with Python, Packt Publishing, 2017.

Nick McClure, TensorFlow Machine Learning Cookbook, Packt Publishing, 2017

9. Evaluare

Tip activitate

9.1 Criterii de evaluare'®

9.2 Metode de evaluare

9.3 Pondere din nota

concluzii

finala
9.4 Curs Teorie Evaluare pe Campusul Virtual 1/2
9.5 Activitati aplicative S:
B ISR EniElEn & Implementare algoritmi 1/4
notelor de la laborator
P: Prezentare proiect Implementare algoritmi si prezentare 1/4

Pr:

Tc-R':

stapanirea lui)'®

9.6 Standard minim de performanta (volumul de cunostinte minim necesar pentru promovarea disciplinei si modul in care se verifica

. Nota minima 5 la toate activitatile




Titul Titul ivitati aplicati
Data completirii itular de curs itular activitati aplicative

(semnatura) (semnatura)
05.10.2025
Director de depart t D
irector de 'epa amen Data avizarii in Consiliul Facultatii'® ecvan
(semnatura) (semnatura)

07.10.2025



